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[bookmark: _Hlk47644712]VARIATIONS OF THE PRESENTED CLOSE-LOOP INTERFACE
The design of the generic interface presented in the main text is based on the equipment provided. However, several instruments can be used to register the biophysical signals and replace the sample equipment described above. We acquire brain (Central Nervous System, CNS) signals, bodily kinematics (Peripheral Nervous System, PNS) signals and heart (Autonomic Nervous System, ANS) signals.

Furthermore, LSL (LabStreamingLayer, https://github.com/sccn/labstreaminglayer) is an open access platform that allows the synchronized collection of data that is streaming from various equipment in near real-time. Although in our design the use of LSL is considered vital for the synchronous recording of data, other designs may satisfy the same principle. Instances of such designs could be the direct streaming of the data to a python interface, whereby the synchronization could take place hand in hand with the data analysis (in such case, we would have steps 1, 3, and 4 of Figure 3 of the main text, step 2 would not be needed).

Other possible variations are that someone could create different experimental concepts and procedures, applied to different populations, or use different devices and methods to create sensory augmentation/substitution. 

Sensory Feedback Augmentation
Numerous variations could be applied on the way that sensory-feedback augmentation is created. In the interface example 1 (see section “EXAMPLE 1, Supplementary File), we take the inter-peak-interval (IPI) times of the heartbeats and use their length to define the speed of the played song. This process is happening in real-time and the updates of the song are taking place continuously during the experiment. As a result, the song is changing speed constantly. Alternatively, we could extract audio features from the MMS trains or the original signal, using the MATLAB MIR toolbox or other methods, and use them to alter different features of the sound.

Likewise, with the visual feedback (e.g. provided by the avatar, see section “Example 2”, Supplementary File) we can alter the real-time motions that we endow the avatar with, using noise portrays extracted from databanks of motion data collected from the person. We can also endow the avatar with the veridical motions from the user, while delaying them to test the person’s limits in gaining awareness of the delays. We can manipulate other properties such as color, brightness, and contrast of the 3D rendering, and as in this example, add audio to enhance the visuo-motor experience. 

Other sensory modalities could be used as a means of feedback in similar interfaces. Modern technology allows us to generate sensations such as haptic, olfactory, to name a few, which could be incorporated in a co-adaptive interface

[bookmark: _Hlk47641343]EXAMPLE 1: AUDIO CLOSE-LOOP INTERFACE OF A REAL DYADIC INTERACTION
Two salsa dancers performed a well-rehearsed routine staging a choreography and a spontaneously improvised dance. The dancers had to perform the original version of the song and a version blended with the real-time speed of the heartbeat stream.

[bookmark: _Hlk47640246]The proxy control interface used to blend the speed of the heartbeat with the speed of the song is illustrated in Figure 4 of the main text. We used the female dancer’s heart signals to extract the heartbeat times and alter the music. In real time, we performed signal processing of the ECG signal to extract the times of the R peaks and estimate their IBI timings. Then, we streamed this information to MAX where it defined the speed of the played song. This way, the played song was altered by the biophysical signals. This process led to further alterations of the motions and heartbeat signals, which we were continuously re-parameterizing.

Participants
Two experienced salsa dancers (a male and a female, 30 years old) participated in the experiment which was approved by the Rutgers University Institutional Review Board in accordance with the Helsinki Act. 

Set-up of the Audio Close-loop Interface

Set-up kinematic and EEG equipment -ANS, PNS, and CNS
A 32-channel EEG system was used to record brain activity as well as the HR of the female dancer. Twelve inertial measurement units (IMU) were also used to record bodily activity. The latter signals are used offline and currently are not part of our online streaming and analyses described in our interface. Their analysis is presented in 1.

To prepare the EEG system, follow the steps presented in sections 2.2 and 2.3 of “Set-up of the Close-Loop Interface” of the main text.

Preparation and set-up of LSL for synchronized data recording and streaming of data
For the synchronous recording of the data in LSL, we followed the step presented in sections 2.5 and 2.6 of “Set-up of the Close-Loop Interface” of the main text.

The real-time analyses of data and monitoring of the human system
A Python interface is designed to continuously receive chunks of data streamed by the LSL at a frequency of 500Hz. Once the interface receives the first chunk, it sends a signal to start the Max interface. At the beginning of the recording, the interface buffers 2000-frame-long data (equal to 4sec, enough to detect R-peaks of the ECG signal), which is utilized as an assistive vector. Once it collects those frames, it starts processing the data to detect peaks and stream those to Max.

[bookmark: _Hlk30175886]Specifically, on each frame, the system adds the new value to the end of the buffer and dismisses the oldest value.  The updated buffer with the ECG data is filtered using the Butterworth IIR band pass filter for 5-30Hz at 2nd order. The range of the band pass filter is selected based on the finding that a QRS complex is present in the frequency range of 5-30Hz. Then, we use the peakutils.indexes Python function (threshold is set 0.7 and minimum distance is equal to 110) to detect the R peaks’ amplitude values and their times of occurrence. Each time the interface detects a new peak in the buffer, it sends 1 to Max, otherwise it sends 0.

To achieve the closest to real-time streaming, we designed our algorithm to stream 1 when detecting a peak at the most recently added frame, the last one, while accounting for the time it takes to filter and process these values. Such time periods are variable because they require forecasting the future trend of the signal. As a result, we had to detect peaks at a consistently earlier frame and estimate forward. To that end, we empirically examined different values of n number of earlier frames and investigated the limiting cases, so that n had the smallest possible value (be as recent as possible) and the corresponding ECG value had enough neighbour values to be filtered and be processed properly for reliable forward estimation. Initial stages to build the interface took extensive experimentation, upon which we settled on n = 10. Clearly, this choice will depend on sampling resolution and needs to be individualized. In the present examples, this value provides good buffering while delaying 1/50 sec. Future work will involve researching other methods of time series forecasting and quick detection methods, to optimize the buffering-window size. The interface can also save the raw data collected during a session for later analysis. These data were used to aid calibrate the buffering time in a personalized manner.

Finally, once the recording is complete the interface sends a signal to stop the Max interface.

The code that performs this analysis can be found at 
https://github.com/VilelminiKala/CloseLoopInterfaceJOVE.

[bookmark: _Hlk30266254]Generation of the sensory feedback
[bookmark: _Hlk34823091]The peaks detected by the Python interface are sent to the playback interface. Specifically, we sent 1 each frame a heartbeat is detected, and we sent 0 otherwise. This is done with software designed using the musical programming language (cycling74.com). Filtered heart R peaks are transmitted in real time to Max from the Python script via Open Sound Control (OSC) (http://opensoundcontrol.org/). Additionally, signals to start and stop playback, as well as an index value of peak numbers used for testing the system are also transmitted to Max via OSC. Within the playback interface, the inter-peak intervals are measured and converted to beats per minute. This data is scaled to create a playback speed scaling factor between 0 (slowest possible playback) and maximum playback speed (fastest possible playback). On this continuum, 1 equals "normal" playback speed, 0.5 equals half speed, and 2 equals double playback speed. There are two modes for data scaling, a positive correlation linear scale, where an increase in the dancers’ heart rate will produce faster playback, and a negative correlation linear scale, where an increase in the dancers’ heart rate will produce slower playback. The playback speed scaling factor is continuously adjusted in real time based on the incoming heart rate data. Supplementary Table 1 shows how the duration of the songs varies from repetition to repetition. Using Max’s sfplay~ object, any audio file may be loaded into the software. Playback is controlled in one of two modes: playback speed, where slower playback speed produces a lower pitch, as in the playback of analog recordings, or time-stretch mode, where playback speed and pitch are decoupled. The latter is what was used in the current experimental procedure.

[Place supplementary Table 1 here]

Experimental Procedure
The task consisted of two parts. Part 1 was to perform a well-rehearsed routine staging a choreography. Part 2 was to spontaneously improvise. The dancers had to perform each song at each original version (baseline) and then do so two more consecutive times, while the song was blended with the real-time speed of the heartbeat stream.

The design of this experiment was extended to works 1-5
[bookmark: _Hlk47644855]EXAMPLE 2: AUDIO-VISUAL CLOSE-LOOP INTERFACE OF AN ARTIFICIAL DYADIC INTERACTION
[bookmark: _Hlk47646636]The participant faces a large screen monitor and sees the 3D rendered image of the moving avatar (as in Figure 2B of the main text) endowed with the real-time movements’ output registered by the motion-capture system using active LEDS. As the person moves mirroring the avatar, we manipulate the environment by embedding position-dependent sounds within the region surrounding the person. The person is not aware of these sound-triggering positions, denoted regions of interest, RoI.  We define such RoIs across the space where the person moves. As some body part (e.g. the hip) passes through a RoI, the computer program toggles music play. If the person sustains the pose with the body part in that RoI, the computer program continuous playing the music, but if the person moves the body part away from the RoI, then the music stops playing. This can turn the search for RoIs denoting musical spots into a game across space. The idea is to raise awareness about several aspects of actions and environmental cues that we automatically process beneath awareness.

To further play with the person’s ability to build maps between body poses and musical bits, we also may anchor the RoI to a specific body part and play the music faster or louder, etc. as a function of the person’s movement. For example, we can play the music faster or slower, depending on how close or far the hand is by the center of the RoI. Once the person finds the RoI, we can shift its location in space and define a new RoI to gamify the session and evoke curiosity. Importantly the person is naïve to these experimental goals and has to figure them out by self-discovering what the goals are (as autistic children did in 6). 

Participants
Six young adults participated in this experiment. They signed the consent form approved by the IRB of Rutgers University, in compliance with the Helsinki act.

Set-up Audio-Visual Close-Loop Interface

Set-up kinematic and EEG equipment -ANS, PNS, and CNS
A motion-capture system was used to record bodily positions using an LED based motion-tracking system. The EEG was used to record the brain activity and heart signal. To prepare the equipment, we followed all the steps presented in sections 2.1, 2.2, and 2.3 of “Set-up of the Close-loop Interface” of the main text.

Preparation and set-up of LSL for synchronized data recording and streaming of data
For the synchronous recording of the data in LSL, we followed the steps presented in section 2.4, 2.5, and 2.6 of “Set-up of the Close-Loop Interface” of the main text.

The real-time analyses of data and monitoring of the human system
We developed our methods to parameterize the fluctuations in the efferent motor output

Visual 3D representation of the human body
To represent the human body in 3D, we developed an avatar using MATLAB graphics. To that end, we obtained the positions of 23-body-part skeleton streamed from motion-capture system (Figure 8 step 2 of the main text) to LSL and then from LSL to MATLAB (Figure 8 step 3 of the main text). The position data of the skeleton coming in chunks were used to estimate the rotations between the body-parts and build a forward kinematic map. The full-body forward kinematic map was developed based on the arm model described in 7. Using the hip as the origin of the reference frame to build the skeleton (bone 0, Figure 8 step 3 of the main text), we developed 5 kinematic chains spine-head, right arm, left arm, right leg, left leg. The left and right arms were initiated by the bone 2 (Figure 8 step 3 and 4 of the main text), whereas the rest of the chains were initiated by the hips (bone 0, Figure 8 step 3 of the main text). 

To estimate the positions of the rigid bodies in MATLAB, we set the position of the origin rigid body equal to the position of bone 0, at the hips. Thus, RBo=B0, where RBn is the position of rigid body part n and Bn  is the position of bone n as it is originally streamed from LSL. To estimate the positions of the rest of the rigid bodies we used Equation (2).
[image: C:\Users\admin\Dropbox (SMIL)\papers\JOVE-Close Loop Interface\general_km_liz.PNG]
		(2)

where BLn in the 3x1 vector is the bone length of bone n and the 3x3 matrix Rotn  is the rotation matrix of bone n. Equation (2) is the generalized model of the forward-kinematic map presented in 7 which was designed to model human arm motions only. We here extend the previous work to a full-body model. In the arm model the kinematic chain starts from shoulder, whereas our full body version has 5 kinematic chains, three of which start from the hips, bone 0, and 2 start from the bone 2. Shown in Figure 8 step 4 (of the main text) after the kinematic chain of spine-head is estimated. 

We developed the forward kinematic map of the Avatar in MATLAB (version 2016b, The MathWorks, Inc., Natick MA, USA.). The code can be found here: 
https://github.com/VilelminiKala/CloseLoopInterfaceJOVE

Audio parameterization
The parameterization of the audio feedback was different across conditions. These are listed in Supplementary Figure 1.

[Place supplementary Figure 1 here]

In the 1st condition, the sound was activated when the participant walked through a specific area defined by the proxy controller. The 3D center position of this area was entered by the researcher by clicking the proper button on the proxy controller (user interface) during the recording setting. The instant position of the hips of the moving participant was then set as the center of the song-activation body part. The system could also use other body parts as the anchor to manipulate the music. The researchers could also manually set the radius of that RoI before starting the recording to define a volume between the desired position and the position of the body part. In our example, the radius was set to 50cm. As the participant found and maintained their position within the RoI, the song would play for as long as the participant stayed within that volume. 

In the 2nd condition, the hips once again controlled the activation of the song, but the sampling rate of the song’s playback was defined by the distance between the center of the activation area and the hand. Specifically, we created a grid of zones using distances at every 10cm. In the case of radius = 50cm, there were 5 zones of distance. The min sampling rate was set to a minimum of 95 frames per second and the maximum sampling rate was set to the original sampling rate. The interface could create a grid of n zones around the hip, 5 in our example, based on hand-to-activation-point distance of each person, and accordingly, modulate the sampling rate of the music playback.

[bookmark: _Hlk30254208]In the 3rd condition, the speed of the participant’s hips, was used to control the sampling rate of the song. In this condition, the interface created 5 zones of sampling rate ranging from a minimum of 1000 frames per second to the maximum set as the original sampling rate. The sampling rate was set to minimum when speed was smaller than Vmin value and to maximum when speed was greater than Vmax. To define these two parameters, the speed ranges of the hip of each participant were previously recorded and extracted from their walking pattern. Thus, Vmin and Vmax was chosen (by the researchers) to belong in the individuals speed range but also based on how sensitive or stable the system should be, depending on its use. The completion of each task was defined by the participant’s self-discovery of the interaction rules, while maintaining their speed steady, to be able to listen to the song. We underscore that the participants were naïve to what they needed to self-discover.

Generation of the Sensory Feedback

Visual Feedback
The proxy controller generates a real-time 3D representation of the participant, an avatar, which is used as a mirror, with the purpose of enhancing the person’s kinesthetic feedback and self-awareness. Supplementary Figure 1 shows the setup of the visually driven proxy control.

The MATLAB code (version 2016b, The MathWorks, Inc., Natick MA, USA.) that uses the presented forwards kinematic map and generates the avatar presented in Supplementary Figure 1 and Figure 8 of the main text can be located in https://github.com/VilelminiKala/CloseLoopInterfaceJOVE

Audio Feedback
The music was played back through the Matlab interface (Matlab version 2016b, The MathWorks, Inc., Natick MA, USA.). The MATLAB function used for playing the song was: audioplayer(Y, Fs), where Y is the time series song signal and Fs is the sampling frequency.

Experimental Procedure
[bookmark: _Hlk47646579]The participants were naïve as to the purpose of the study. They had to walk around the room and figure out how to control the sound that would surprisingly emerge as they passed by a RoI that the proxy controller defined. 

In condition 1, the position of the hips controls the activation of the music. As the participant’s hips entered a RoI that the proxy controller defined, the music played. The music playing occurred as a direct consequence of the person’s action (i.e. moving into the RoI). Since this action’s consequence surprised the participant, she initiated the search for the “magic” position that played music (i.e. the antecedent to the consequence.) During this exploratory motion, the activity corresponding to the search in the space outside the RoI was processed and compared to the activity harnessed while being inside the RoI. The exploratory vs. target activity bear different contextual signatures of motor-based feedback. As such, it was important to characterize them for each person.

In condition 2, the position of the hips controls the activation of the music, as in condition 1, but now the distance of the right hand from the center of the hip-anchored RoI served to set the control of the sampling rate to play the song back faster or slower. 

In condition 3, the walking speed at the hips was used to control the sampling rate of the music playback: faster speed led to faster song playback. 

The design of the interface was developed as part of the first author’s PhD Thesis 2,  and it is also presented also in 3,8. It stems from US patented technology found at
https://patents.google.com/patent/US10176299B2/en?inventor=Elizabeth+B.+TORRES, which was initially applied to new sensory-motor based interventions for autism 6. 
DATA TYPES AND ANALYSES
In our representative examples, the signal analyses (the results of which are presented in section “Representative Results” of the main text) consist of two main steps: first we create a data type called the micro-movement spikes (MMS trains) and second, we use the spikes as input to a Gamma process. We use this process to update the stochastic signatures denoting the evolution of the noise-to-signal ratio and track the changes in the shape and the scale of the empirically defined family of continuous probability distribution functions (PDFs).

Micro-movement Spikes
The MMS are derived from the fluctuations in the amplitude of the peaks of the time series signal. They can also be derived from the fluctuations in the inter-peak interval times. In this work, we use the MMS trains derived from the fluctuations in both amplitude and timing related signals. For example, the raw peak amplitude is normalized using equation (1) 9:

		(1)

Here the Peak refers to the amplitude of the local peak and min to min refers to the two neighboring minima surrounding the local peak. All points sampled between these local minima (including the local peak) are averaged and added to the local peak, to build the denominator term. Importantly, the fluctuations are computed relative to the empirically derived overall mean of each window of data (under independent identically distributed iid assumption.)

[bookmark: _Hlk30939973]The MMS, which are real numbers ranging in the [0,1] real interval maintain the information of the peak timing and/or amplitude. At the same time, they enable us to treat the time series as a random process. We use a Gamma process under the general rubric of Poisson random processes. Poisson-based analyses are commonly used in the field of computational neuroscience aiming to analyze binary spikes (e.g. from cortical signals.) We have adapted this approach to study continuous MMS trains derived from peripheral signals 10-14

Gamma Distribution
A random variable X that is Gamma distributed with shape a and scale b is denoted by  X~Γ(a,b) = Gamma(a,b) with probability density function:

[image: ]

Here x is the random variable of interest and Г is the Gamma function. The Gamma mean μ = a*b and the variance  with the noise to signal ratio given by equation (4) 

NSR = σ/μ = b		(4)

The NSR is thus the scale parameter in the continuous Gamma family. In this work, we use the
continuous data stream of normalized peak values derived from the fluctuations in the heart
signal amplitude and the music to estimate the Gamma mean for each block of data buffered (as explained above) and to obtain the Gamma moments.

We track the shape and scale parameters empirically estimated each time step, using MLE with 95% confidence intervals.

Maximum Likelihood Estimation for each condition shows best fitting for the continuous Gamma
distribution with maximum value at 0 gradient convergence, see Supplementary Figure 2. Frequency histograms of the MMS are shown as insets with fitted distributions using the MATLAB distribution fitting app.

[Place supplementary Figure 2 here]

Stochastic Analyses
These methods have been explained in previous work4,8,10,11,13-18 We define the Gamma parameter plane with axes described by the shape and scale parameters of the Gamma probability density functions (PDFs) that we empirically estimate using the MMS (see Figure 9  of the main text). We also plot the corresponding Gamma moments because in our experience, they offer good visualization and automatic clustering of various populations and/or contexts, parameters, etc. Specifically, on a four-dimensional graph, we plot the mean, variance and skewness along the X, Y, Z dimensions respectively (see Figure 6C of the main text). We represent the point by a marker and scale the size of the marker proportional to the kurtosis, as the fourth dimension. We may also color the marker’s face and edge using raw data ranges and derive other indexes to represent the phenomena in more compact formats using other parameter spaces.

For each case, the MMS trains are gathered in a frequency histogram. Then empirical distribution fitting is performed using maximum likelihood estimation (MLE) with 95% confidence intervals. We estimate the best continuous family of PDFs for the data at hand. In MMS derived from human biorhythms, the continuous Gamma family of PDFs has been adequate to fit these frequency histograms, see Supplementary Figure 2 and 3. Then we represent the Gamma parameters in a parameter plane: the shape denoting the distribution’s shape, and the scale denoting the dispersion (noise to signal ratio), see Supplementary Figure 3. 

This empirical estimation captures the signatures of biorhythmic fluctuations of the person’s nervous systems for each of the signals that each of the instruments registers. This approach contrasts with traditional methods assuming a priori some theoretical distribution. In human data, it has been our experience that a log-log transform of the data aligns the points along a line of unity across multiple decades of the shape parameter values (a power law) with tight fit. In such cases, we reduce the parameters of interest to one (the noise to signal ratio, or Gamma scale) since, knowing the noise, we can safely infer the shape of the distribution 19,20. These estimations are performed for each context and condition and tracked in real time across the experimental session. Supplementary Figure 3 shows the pipeline of these analyses using traces from the hip’s motions as an example. We have characterized across disorders of the nervous systems the healthy regimes of noise and identified phase transitions denoting learning and adaptation regimes differentiating novice- from expert-like signatures (see Supplementary Figure 3F and 19).

[Place supplementary Figure 3 here]

FIGURES AND TABLES
[bookmark: _Hlk2957178]Supplementary Table 1: The duration of the original and the altered songs. The speed of the altered songs is continuously updated during the experiment based on the ongoing speed of the heartbeat. Therefore, none of the altered recording matches neither with the original song nor with other altered versions of the same song

Supplementary Figure 1: Conditions of the audio-visual interface. In the first condition, the position of hips activates the music when they are in a spherical RoI (radius 50cm around the hip which is set as the origin). In the second condition, the position of hips activates the music as in condition 1 and the distance of the right hand from the center of the RoI defines the sampling rate that plays the song. In the third condition, the speed of the hips walking around the room sets the sampling rate of the song playback.

Supplementary Figure 3: Standardized MMS data type and analytical pipeline. (A) Sample 3D trajectory from a light emitting diode (LED) located on one of the hips, harnessing motion as the person dances to music. Red dots indicate the peaks of the linear speed. (B) Linear speed profiles with peaks signaling maxima, change in slope (positive to negative) as the body moves (accelerates and decelerates) for 166.66 seconds (2.77 minutes, sampling at 480Hz with the motion-capture system active LED-camera system). (C) Micro-movement spikes (normalized peaks extracted from the linear speed, marked in red in (B) using equation (1) and obtaining the absolute deviations from the mean amplitude. Full MMS trains including all peaks and pauses of the 4.5x104 frames. (D) Frequency histograms of the raw (cm/frame) and normalized (unitless) MMS.  The bin size of the histograms is defined by the Scott’s rule. (E) Best fitting Gamma PDFs using MLE and 95% confidence intervals to estimate the shape and scale parameters and the corresponding histograms of two extreme cases. The bin size of the graphs has been estimated by Scott’s rule (F) Gamma parameter plane showing the three corresponding (shape, scale) points and their empirical determined interpretation along the color scale.
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