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Pre-stimulus oscillatory brain activity influences upcoming perception. The characteristics of this pre-stimulus activity can predict whether a
near-threshold stimulus will be perceived or not perceived, but can they also predict which one of two competing stimuli with different perceptual
contents is perceived? Ambiguous visual stimuli, which can be seen in one of two possible ways at a time, are ideally suited to investigate this
question. Magnetoencephalography (MEG) is a neurophysiological measurement technique that records magnetic signals emitted as a result

of brain activity. The millisecond temporal resolution of MEG allows for a characterization of oscillatory brain states from as little as 1 second of
recorded data. Presenting an empty screen around 1 second prior to the ambiguous stimulus onset therefore provides a time window in which
one can investigate whether pre-stimulus oscillatory activity biases the content of upcoming perception, as indicated by participants' reports. The
spatial resolution of MEG is not excellent, but sufficient to localise sources of brain activity at the centimetre scale. Source reconstruction of MEG
activity then allows for testing hypotheses about the oscillatory activity of specific regions of interest, as well as the time- and frequency-resolved
connectivity between regions of interest. The described protocol enables a better understanding of the influence of spontaneous, ongoing brain
activity on visual perception.

Video Link

The video component of this article can be found at https://www.jove.com/video/60120/

Introduction

Brain states preceding stimuli presentation influence the way stimuli are perceived as well as the neural responses associated with

1,234 . . . . i h
perception . For example, when a stimulus is presented with an intensity close to perceptual threshold (near-thresholdg, gre-stlmulus neural
oscillatory power, phase, and connectivity can influence whether the upcoming stimulus will be perceived or not perceived 6.78910 Thege pre-
stimulus signals could also influence other aspects of perception, such as perceptual object content.

Presenting people with an ambiguous image which can be interpreted in one of two ways is an ideal way to probe object perception”. This is
because the subjective content of perception can be one of two objects, while the actual stimulus remains unchanged. One can therefore assess
the differences in recorded brain signals between trials on which people reported perceiving one versus the other possible interpretation of the
stimulus. Given the reports, one can also investigate whether there were any differences in the brain states prior to stimulus onset.

Magnetoencephalography (MEG) is a functional neuroimaging technique that records magnetic fields produced by electrical currents in the
brain. While blood-oxygenation level dependent (BOLD) responses resolve at a timescale of seconds, MEG provides millisecond resolution and
therefore allows investigating brain mechanisms that occur at very fast timescales. A related advantage of MEG is that it allows characterizing
brain states from short periods of recorded data, meaning experimental trials can be shortened such that many trials fit into an experimental
session. Further, MEG allows for frequency-domain analyses which can uncover oscillatory activity.

In addition to its high temporal resolution, MEG offers good spatial resolution. With source reconstruction techniques12, one can project sensor-
level data to source space. This then enables testing hypotheses about the activity of specified regions of interests. Finally, while signals in
sensor-space are highly correlated and therefore the connectivity between sensors cannot be accurately assessed, source reconstruction allows
for the assessment of connectivity between regions of interest because it reduces the correlations between source signals13. These connectivity
estimates can be resolved in both the time and frequency domains.

Given these advantages, MEG is ideally suited to investigate pre-stimulus effects on object perception in specified regions of interest. In the
present report we will illustrate how to design such an experiment and the MEG acquisition set-up, as well as how to apply source reconstruction
and assess oscillatory activity and connectivity.
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The described protocol follows the guidelines of the human research ethics committee at the University of Salzburg, and is in accordance with
the Declaration of Helsinki.

1. Prepare stimulus material

Download an image of the Rubin face/vase illusion™. This will be shown to half of the participants.

Use the Matlab command ~ to invert the original black and white binary Rubin image to create a second Rubin face/vase negative image with
the black and white colors flipped with respect to the original image (white background instead of black background). This will be shown to the
other half of the participants.

Create a mask by randomly scrambling blocks of pixels of the Rubin image. Divide the image in square blocks that are small enough to hide
obvious contour features, for example between 2% and 5% of the size of the original image (5 by 5 pixels out of an image of 250 by 250),
then randomly shuffle them to create the mask.

Create a black fixation cross on a white background, such that the fixation cross is smaller than the Rubin image (less than 5° of visual
angle).

2. Set up MEG and stimulation equipment

Connect the stimulus presentation computer to the projector. Connect the DLP LED projector controller via a USB optoisolated extension (for
data), and a digital visual interface (DVI) cable (for stimuli).

Connect the MEG acquisition computer to the stimulus presentation computer to let it send and receive triggers. Plug the digital input/output
(DIO) system (buttons and triggers, 2x standard D24 connectors) of the integrated stimulus presentation system into the MEG connector on
the optoisolated BNC breakout box.

Record 1 minute of empty room MEG data at 1 kHz.

Monitor the signals from the 102 magnetometers and 204 orthogonally placed planar gradiometers at 102 different positions by visualizing all
signals in real time on the acquisition computer.

3. Prepare participant for MEG experiment

NOTE: Details of MEG data acquisition have been previously described'®.

1.

Make sure the participant understands the informed consent in accordance with the declaration of Helsinki and have them sign the form
which also includes a statement of consent to the processing of personal data.

2. Provide the participant with non-magnetic clothes and make sure they have no metallic objects in or on their bodies. Ask participants to fill
another anonymous questionnaire to ensure this, and that the participant does not have any other exclusion criteria such as neurological
disorders, and to document other personal data like handedness and level of rest.

3. Seat the participant on a non-ferromagnetic (wooden) chair. Attach 5 head position indicator (HPI) coils to the head with adhesive plaster, two
above one eye, one above the other eye, and one behind each ear.

4. Place the tracker sensor of the digitization system firmly on the participant's head and fix it to spectacles for maximum stability.

NOTE: A 3D digitizer was used (Table of Materials).

5. Digitize the anatomical landmarks, the left and right pre-auricular points and the nasion, and make sure the left and right pre-auricular points
are symmetrical. These fiducials define the 3D coordinate frame.

6. Digitize the 5 HPI coil positions using a 3D digitizer stylus.

7. Digitize up to 300 points along the scalp and maximize the coverage of the head shape. Cover the well-defined areas of the scalp on
magnetic resonance (MR) images, above the inion on the back and the nasion on the front, as well as the nasal bridge.

NOTE: These points will be used for the co-registration with an anatomical image for better individual source reconstruction.

8. Remove the spectacles with the tracker sensor.

9. Attach disposable electrodes above (superciliary arch) and below (medial to the zygomatic maxillary bone) the right eye to monitor vertical
eye movements.

10. Attach disposable electrodes to the left of the left eye and to the right of the right eye (dorsal to the zygomatic maxillary bone) to monitor
horizontal eye movements.

11. Attach disposable electrodes below the heart and below the right collarbone to monitor heart rate.

NOTE: The eyes and the heart signals are relatively robust, so checking the impedance of disposable electrodes is not necessary.

12. Attach a disposable electrode as a ground below the neck.

13. Escort the participant to the MEG shielded room and instruct them to sit in the MEG chair.

14. Plug the HPI wiring harness and the disposable electrodes in the MEG system.

15. Raise the chair such that the participant’s head touches the top of the MEG helmet and make sure the participant is comfortable in this
position.

16. Shut the door to the shielded room and communicate with the participant through the intercom system inside and outside the shielded room.

17. Instruct the participant to passively stare at an empty screen (empty except for a central fixation cross) for 5 min while recording resting-state
MEG data at 1 kHz. Keep the sampling rate at 1 kHz throughout the experiment.

18. Instruct the participant of the task requirements and have them perform 20 practice trials.

NOTE: Example instructions: "Keep your fixation at the center of the screen at all times. A cross will appear, and after the cross disappears,
you will see an image followed by a scrambled image. As soon as the scrambled image disappears, click the yellow button if you had seen
faces and the green button if you had seen a vase."
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19. Alternate the response buttons across participants (e.g., right for faces, left for vase, or vice versa).

NOTE: The color of response buttons does not matter.

4. Present the experiment using Psychtoolbox16

1.

ook w

8.
9.

Display instructions to the participants, telling them which button to press when they see faces and which button to press when they see a
vase.

Create a single trial with 4 events which will apply to all trials in this order: fixation cross, Rubin image, mask, and response prompt (Figure
1).

At the beginning of each trial, display the fixation cross for a variable time period between 1 s and 1.8 s.

At the end of that time period, remove the fixation cross and display the Rubin image for 150 ms.

At the end of the 150 ms, remove the Rubin image and display the mask for 200 ms.

At the end of the 200 ms, remove the mask and display a question to prompt participants to respond with a maximum response deadline of 2
s.

Program the response period such that if participants respond within 2 s, the next trial (starting with a fixation cross) begins when they do so.
Otherwise, start the next trial after 2 s.

Save the timing of all 4 events as well as the response choice and its timing.

Repeat the same trial structure 100 times before displaying an instruction for participants to rest briefly. This constitutes one experimental
block.

10. Repeat the block structure 4 times for a total of 400 trials.

5. Monitor MEG signal and participant during experiment

N =

9.

Monitor the participant via video.

At the beginning of each block, before the task starts, start measuring MEG data and record the initial position of the participants' head
position with respect to the MEG. In the MEG system used, click GO to start. When a dialog asks if the HPI data is to be omitted or added to
the recording, inspect the HPI coils signal, and click Accept to record that initial head position. After that, click Record raw to start recording
MEG data.

If at any point throughout the experiment the participant wishes to stop the experiment, terminate the experiment and go inside the shielded
room to unplug all sensors from the MEG system and release the participant from the chair.

Monitor the MEG signals by visualizing them in real time on the acquisition computer.

In between blocks, communicate with the participant through the speaker system to make sure they are well and ready to continue, and
instruct them to move their limbs if they wish, but not their head.

In between blocks, save the acquired MEG signals of that block.

After the end of the experiment, go inside the shielded room, unplug all sensors from the MEG system, and release the participant from the
chair.

Escort the participant out of the shielded room and offer them the choice to either detach all sensors from their face and body themselves, or
detach the sensors for them.

Thank the participant and provide them with monetary compensation.

6. Pre-process and segment MEG signals

ok w

Use the signal space separation algorithm implemented in the Maxfilter program (provided by the MEG manufacturer) with default parameter
values to remove external noise from the continuous MEG signals.

Apply a 0.1 Hz high-pass filter to the continuous data using the Fieldtrip toolbox'” function ft_preprocessing.

NOTE: all subsequently reported functions prefixed with 'ft_" are part of the Fieldtrip toolbox.

Segment the MEG data by extracting the 1 second preceding the stimulus presentation on each trial.

Assign these epochs a 'face' or 'vase' trial type label according to the participants' behavioral responses on each trial.

Visually inspect trials and channels to identify and remove those showing exceeding noise or artifacts, regardless of the nature of the
artefacts, using ft_rejectvisual.

Reject trials and channels with z-scores above 3 by clicking zscore and selecting trials and channels exceeding the value of 3 or trials with
excess variance by removing outliers showing after clicking var. Inspect the MEG signal for all the trials before or after this procedure.

7. Source reconstruction

Include both trial types to perform the source localization to obtain common linearly constrained minimum variance'? spatial filters in the
beamforming procedure implemented in Fieldtrip.

2. Band-pass filter the epoched data to the frequencies of interest, in this case between 1 and 40 Hz.

3. Select the time of interest to calculate the covariance matrix, in this case the 1 second prestimulus period.
NOTE: The resulting data segments (selected between -1 to 0 s and 1 to 40 Hz) are used in all the following steps that require data input.

4. Segment the brain and the scalp out of individual structural MR images with ft_volumesegment. If not available, use a standard T1 (from the
statistical parametric mapping [SPM] toolbox) Montreal Institute of Neurology (MNI, Montreal, Quebec, Canada) brain scan instead.

5. Create for each participant a realistic single-shell head model using ft_prepare_headmodel.

6. On individual MR images, locate the fiducial landmarks by clicking on their location on the image to initiate a coarse co-registration with
ft_volumerealign.

7. Align the head shape points with the scalp for a finer co-registration.
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8.
9.
10.

1.
12.

Prepare an individual 3D grid at 1.5 cm resolution based on the MNI template brain morphed into the brain volume of each participant with
ft_prepare_sourcemodel.

Compute the forward model for the MEG channels and the grid locations with ft_prepare_leadfield. Use the configuration fixedori to compute
the leadfield for only one optimal dipole orientation.

Calculate the covariance matrix of each trial and average it across all trials.

Compute the spatial filters using the forward model and the average covariance matrix with ft_sourceanalysis.

Multiply the sensor-level signal to the LCMYV filters to obtain the time series for each source location in the grid and for each trial.

8. Analyze pre-stimulus oscillatory power in region of interest

©CeNOOrWON~

Define a region of interest (ROI), for example from previous literature ' (here fusiform face area [FFA]; MNI coordinates: [28 -64 -4] mm).
Single out the virtual sensor that spatially corresponds to the ROI, using ft_selectdata.

Split face and vase ftrials using ft_selectdata.

Perform a frequency analysis on the ROI, separately on the data from the two trial types, using ft_freqanalysis.

Set the method option to mtmfft to perform a fast Fourier transform.

Set the taper option to hanning to use a Hann function taper.

Define the frequencies of interest from 1 Hz to 40 Hz.

Set the output option to pow to extract power values from the complex Fourier spectra.

Repeat the procedure for each participant before averaging the spectra across participants and plotting the resulting grand-averaged power
values as a function of the frequencies of interest.

9. Analyze pre-stimulus connectivity between regions of interest

1.

w N

Nookrwh

Define one (or more) ROI with which the previously selected ROI is hypothesized to be connected, for example from previous literature'®
(here V1; MNI coordinates: [12 -88 0]).

Repeat steps 8.2 and 8.3.

Perform time-frequency analysis on both ROlIs (represented as 2 channels or 'virtual sensors' within the same data structure), separately on
the data from the two trial types, using ft_freqanalysis.

Set the method to mtmconvol to implement a multitaper time-frequency transformation based on multiplication in the frequency domain.
Set the taper option to dpss to use a discrete prolate spheroidal sequences function taper.

Define the frequencies of interest from 8 Hz to 13 Hz.

Set the width of the time window to 200 ms and the smoothing parameter to 4 Hz.

Set the keeptrials option to yes to return the time-frequency estimates of the single trials.

Set the output to fourier to return the complex Fourier spectra.

. Perform a connectivity analysis on the resulting time-frequency data using ft_connectivityanalysis.
. Set the method to coh and the complex field to imag to return the imaginary part of coherency19.
. Repeat the procedure for each participant before averaging the coherence spectra across frequencies and participants and plotting the

resulting grand-averaged imaginary coherency values as a function of time.

. Statistically comparing the face and vase pre-stimulus power or coherence spectra

Combine the pre-stimulus power or coherence data from each subject, within each of the 2 conditions, into one Matlab variable using
ft_freqgrandaverage with the option keepindividual set to yes.

Perform a cluster-based permutation test® comparing the 2 resulting variables using ft_fregstatistics.

Set the method option to motecarlo.

Set the frequency option to [8 13] and set avgoverfreq to yes.

Set clusteralpha to 0.05 and set correcttail to alpha.

Set the statistic option to ft_statfun_depsamplesT.

Create a design matrix with a first row of 20 ones followed by 20 twos, and a second row of consecutive numbers from 1 to 20 repeated
twice. Pass this design matrix to the design option.

NOTE: The design matrix is divided in blocks of 20 because the data were collected from 20 participants.

Set the ivar option to 1 and the uvar option to 2.

Representative Results

We presented the Rubin face/vase illusion to participants briefly and repeatedly and asked participants to report their percept (face or vase?)
following each trial (Figure 1). Each trial was preceded by at least 1 s of a blank screen (with fixation cross); this was the pre-stimulus interval of
interest.

We asked whether pre-stimulus oscillatory power in regions of interest or pre-stimulus connectivity between regions of interest influenced the
perceptual report of the upcoming ambiguous stimulus. Therefore, as a first step, we projected our data to source space such that we could
extract signals from the relevant ROls.

Based on previous literature investigating face and object perception with both ambiguous21 and unambiguous22 stimuli, we determined the FFA
to be our ROI. We subsequently analyzed the low-frequency (1-40 Hz) spectral components of the FFA source signal and contrasted the spectral
estimates from trials reported as ‘face’ with those from trials reported as 'vase'. A cluster-based permutation test, clustering over the frequencies
1-40 Hz, contrasting spectral power on trials where people reported face vs vase, revealed no significant differences between the 2 trial types.
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Nevertheless, descriptively, the power spectra showed the expected oscillatory alpha band peak in the range of 8-13 Hz, and to a lesser extent
beta band activity in the range of 13-25 Hz (Figure 2).

Having found no differences in pre-stimulus spectral power, we next investigated whether there were differences in pre-stimulus connectivity
between the trial types. In addition to FFA, we determined V1 to be our second ROI due to its ubiquitous involvement in vision. Based on the
results of the power analysis, we determined the frequencies 8-13 Hz to be our frequencies of interest. We calculated the time- and frequency-
resolved imaginary part of coherency between our two ROls, separately for face and vase trials, and averaged the result across the frequencies
of interest. This measure reflects synchrony of oscillatory phase amongst brain regions and conservatively controls against volume conduction
effects in MEG reconstructed sources1g, so it was the method of choice for assessing functional coupling. A cluster-based permutation test,
clustering over the time-points -1 to 0 s, contrasting imaginary coherency between V1 and FFA on trials where people reported face vs vase,
revealed that face trials had stronger pre-stimulus connectivity compared to vase trials, around 700 ms prior to stimulus onset (Figure 3).

W
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pre-stimulus
analysis window

"faces or vase?"

-1 0
Figure 1: Example trial structure and raw data. Bottom panel: A trial starts with the display of a fixation cross. After 1 to 1.8 s, the Rubin
stimulus appears for 150 ms followed by a mask for 200 ms. A response screen then appears to prompt participants to respond with 'face' or
'vase'. Top panel: Multi-channel raw data from an example participant, time-locked to stimulus onset and averaged across trials. This is a
schematic to highlight the data in the pre-stimulus analysis window (-1 s to 0 s; highlighted in pink), which will be the target interval for analysis.
Please click here to view a larger version of this figure.
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Figure 2: Spectral power in FFA. Spectral power estimates from source-localized FFA signals on face and vase trials. Please click here to view
a larger version of this figure.
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Figure 3: Connectivity between V1 and FFA. Imaginary part of coherency between source-localized V1 and FFA signals on face and vase
trials, in the frequency range of 8-13 Hz. Shaded regions represent the standard error of the mean for within-subjects design523. Please click
here to view a larger version of this figure.

Presenting a unique stimulus which can be interpreted as more than one object over time, but as only one object at any given time, allows for
investigating pre-stimulus effects on object perception. In this way one is able to relate pre-stimulus brain states to subjective reports of the

Copyright © 2019 Creative Commons Attribution-NonCommercial-NoDerivs 3.0 Unported July 2019 | 149 | e60120 | Page 5 of 7
License


https://www.jove.com
https://www.jove.com
https://www.jove.com
https://www.jove.com/files/ftp_upload/60120/60120fig1large.jpg
https://www.jove.com/files/ftp_upload/60120/60120fig2large.jpg
https://www.jove.com/files/ftp_upload/60120/60120fig2large.jpg
https://www.jove.com/files/ftp_upload/60120/60120fig3large.jpg
https://www.jove.com/files/ftp_upload/60120/60120fig3large.jpg

L]
lee Journal of Visualized Experiments www.jove.com

perceived objects. In a laboratory setting, ambiguous images which can be interpreted in one of two ways, such as the Rubin vase illusion,
provide an optimal case which allows for straightforward contrasts of brain activity between two trial types: those perceived one way (e.g., 'face’)
and those perceived the other way (e.g., 'vase').

Presenting these stimuli briefly (<200 ms) ensures that people see and subsequently report only one of the two possible interpretations of the
stimulus on a given trial. Counterbalancing (randomly alternating) between the black vase/white faces and white vase/black faces versions of
the stimulus across participants reduces the influence of low-level stimulus features on the subsequent analysis. Presenting a mask immediately
after the stimulus prevents after-images from forming and biasing participants' responses. Because analyzing the period after stimulus onset

is not of interest, no matching between low frequency features of the stimulus and mask is required. Finally, alternating the response buttons
across participants (e.g., left for vase, right for face, or vice versa) prevents activity due to motor preparation from factoring into the contrasts.

Given the millisecond resolution of MEG, a pre-stimulus interval of as short as 1 s is sufficient to estimate measures such as spectral power and
connectivity. Given the short duration of each resulting trial, a large number of trials can be accommodated in an experimental session, ensuring
a high signal-to-noise ratio when averaging MEG signals across trials.

Specific category-sensitive regions of interest have been shown to be active during object perception24’25. For example, FFA is widely reported

to be involved in face perceptionzz. To investigate the effects of measured activity stemming from specific sources, one can source-reconstruct
MEG data. To investigate connectivity between sources, source reconstruction is necessary. To facilitate source data analysis, single-trial source-
level data can be represented by 'virtual sensors'. Representing the data in this way enables one to analyze single-trial source data in the exact
same way in source space and sensor space (that is, using the same analysis functions, for example using the Fieldtrip toolbox). This then
enables testing hypotheses about the activity of specified regions of interests in a straightforward manner.

While pre-stimulus oscillatory power has been shown to influence stimulus detection near perceptual threshold (perceived vs not perceived),
whether it influences the content of what is seen is less known. Here we contrasted pre-stimulus oscillatory power in FFA between trials on
which people reported face vs vase, and found no statistical differences. We subsequently tested whether the connectivity between V1 and FFA
influences the upcoming perceptual report, and found that face trials were preceded by enhanced connectivity between V1 and FFA in the alpha
frequency range around 700 ms prior to stimulus onset. That we found no effect in alpha power, but rather in connectivity in the alpha band,
suggests that while pre-stimulus alpha power might influence stimulus detection7's, it does not necessarily influence object categorization. Our
results therefore show that for a more complete understanding of the oscillatory dynamics preceding object perception and their subsequent
influence on object perception, simply analyzing oscillatory power in regions of interest is not sufficient. Rather, connectivity between regions

of interest must be taken into account, as the ongoing fluctuations in the strength of these connections can bias subsequent perception 8,
Finally, despite the less-than-optimal spatial resolution of MEG, our protocol demonstrates that one is able to clearly identify regions of interest
and investigate their relationships. MEG can supersede Electroencephalography (EEG) because it offers superior spatial resolution, and can
supersede function MRI because it offers superior temporal resolution. Therefore, MEG combined with source reconstruction is ideally suited to
investigate fast and localized neural processes.
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