Quantification of Hydrogen Concentrations in Surface and Interface Layers and Bulk Materials through Depth Profiling with Nuclear Reaction Analysis
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Abstract

Nuclear reaction analysis (NRA) via the resonant \(^{12}\text{C}(^{15}\text{N},\alpha\gamma)^{12}\text{C}\) reaction is a highly effective method of depth profiling that quantitatively and non-destructively reveals the hydrogen density distribution at surfaces, at interfaces, and in the volume of solid materials with high depth resolution. The technique applies a \(^{15}\text{N}\) ion beam of 6.385 MeV provided by an electrostatic accelerator and specifically detects the \(^{1}\text{H}\) isotope in depths up to about 2 μm from the target surface. Surface H concentrations are measured with a sensitivity in the order of \(~10^{-15} \text{ cm}^{-2}\) (~1% of a typical atomic monolayer density) and H volume concentrations with a detection limit of \(~10^{-18} \text{ cm}^{-3}\) (~100 at. ppm). The near-surface depth resolution is 2-5 nm for surface-normal \(^{15}\text{N}\) ion incidence onto the target and can be enhanced to values below 1 nm for very flat targets by adopting a surface-grazing incidence geometry. The method is versatile and readily applied to any high vacuum compatible homogeneous material with a smooth surface (no pores). Electrically conductive targets usually tolerate the ion beam irradiation with negligible degradation. Hydrogen quantitation and correct depth analysis require knowledge of the elementary composition (besides hydrogen) and mass density of the target material. Especially in combination with ultra-high vacuum methods for in-situ target preparation and characterization, \(^{12}\text{C}(^{15}\text{N},\alpha\gamma)^{12}\text{C}\) NRA is ideally suited for hydrogen analysis at atomically controlled surfaces and nanostructured interfaces. We exemplarily demonstrate here the application of \(^{15}\text{N}\) NRA at the MALT Tandem accelerator facility of the University of Tokyo to (1) quantitatively measure the surface coverage and the bulk concentration of hydrogen in the near-surface region of a H\(_2\) exposed Pd(110) single crystal, and (2) to determine the depth location and layer density of hydrogen near the interfaces of thin SiO\(_2\) films on Si(100).

Introduction

The ubiquity of hydrogen as an impurity or as a constituent of a vast variety of materials and the wealth of hydrogen-induced interaction phenomena make revealing the hydrogen distribution in the near-surface region and at buried interfaces of solids an important task in many areas of engineering and fundamental material science. Prominent contexts include studies of hydrogen absorption in storage and purification materials for hydrogen energy applications, fuel cell, photo-, and hydrogenation catalysis, hydrogen retention and embrittlement in nuclear and fusion reactor engineering, hydrogen-induced surfactant effects in epitaxial growth fabrication and hydrogen-related electrical reliability issues in semiconductor device technology.

Despite its omnipresence and simple atomic structure, the quantitative detection of hydrogen poses analytical challenges. As hydrogen contains only a single electron, otherwise versatile elemental analysis by electron spectroscopy is rendered ineffective. Common hydrogen detection methods through mass analytical, optical, or nuclear resonance techniques such as metallurgical fusion, thermal desorption, infrared absorption or NMR spectroscopy are principally insensitive to the depth location of hydrogen. This precludes, e.g., discriminating between surface-adsorbed and bulk-absorbed hydrogen which differ substantially in their physical and chemical material interactions, and their distinction therefore becomes increasingly important for the analysis of nanostructured materials that comprise small volumes and large surface areas. Hydrogen profiling by secondary ion mass spectroscopy, although providing depth-resolved quantitative H concentrations, is equally destructive to the analyzed target as metallurgical fusion, and sputtering effects may render the depth information obtained near the surface unreliable.

Nuclear reaction analysis with the narrow energy resonance (E\(_{\text{res}}\)) of the \(^{12}\text{C}(^{15}\text{N},\alpha\gamma)^{12}\text{C}\) reaction at 6.385 MeV\(^{1-3}\), on the other hand, combines the advantages of non-destructive hydrogen quantitation with high depth resolution in the order of a few nanometers near the surface. The method determines surface H coverages with a sensitivity in the order of \(~10^{-13} \text{ cm}^{-2}\) (~1% of a typical atomic monolayer density). Hydrogen concentrations in the interior of materials can be assessed with a detection limit of several \(~10^{-16} \text{ cm}^{-3}\) (~100 at. ppm) and a probing depth range of about 2 μm. The near-surface depth resolution is routinely 2-5 nm in surface-normal incidence of the \(^{15}\text{N}\) ion beam onto the analyzed target. In surface-grazing incidence geometries, the resolution can be enhanced further to values below 1 nm. See Ref. 3 for a detailed account.
These capabilities have proven $^{15}$N NRA as a powerful technique to elucidate the static and dynamic behavior of hydrogen at surfaces and interfaces in a large variety of processes and materials. Established by Lanford in 1976, $^{15}$N NRA was first used predominantly to quantitatively determine volume H concentrations in bulk materials and thin films. Among other approaches, the absolute hydrogen concentrations obtained through $^{15}$N NRA have been used to calibrate other, not directly quantitative, hydrogen detection techniques. Also, $^{15}$N NRA hydrogen profiling in targets with well-defined interfaces in layered thin film structures has been described. More recently, much progress has been achieved in studying hydrogen in the near-surface region of chemically clean and structurally well-defined targets by combining $^{15}$N NRA with surface analytical ultra-high vacuum (UHV) instrumentation to prepare atomically controlled surfaces in situ for the H analysis.

By quantifying the hydrogen coverage on single crystal surfaces, NRA has contributed significantly to the current microscopic understanding of hydrogen adsorption phases on many materials. $^{15}$N NRA is furthermore the only experimental technique to directly measure the zero-point vibrational energy of surface-adsorbed H atoms, i.e., it can reveal the quantum-mechanical vibrational motion of adsorbed H atoms in the direction of the incident ion beam. Through the capability of nanometer-scale discrimination between surface-adsorbed and bulk-absorbed H, $^{15}$N NRA can provide valuable insight into the hydrogen ingress through material surfaces, such as relevant to mineral hydration dating or for observing hydride underlayer surfaces of H-absorbing metals. High-resolution $^{15}$N NRA applications have demonstrated the potential to detect sub-monolayer thickness variations of adlayers and to distinguish surface-adsorbed from volume-absorbed hydrogen in Pd nanocrystals. The combination with thermal desorption spectroscopy (TDS) allows for unambiguous identifications of H$_2$ thermal desorption features and for the depth-resolved assessment of the thermal stability of adsorbed and absorbed hydrogen states against desorption and diffusion. Due to its non-destructive nature and high depth resolution $^{15}$N NRA is also the ideal method to detect hydrogen buried at intact interfaces, which allows for studying hydrogen trapping at metal/metal and metal/semiconductor interfaces and for tracking hydrogen diffusion in stacked thin film systems. By directly visualizing hydrogen redistribution phenomena between interfaces of SiO$_2$/Si-based metal-oxide-semiconductor (MOS) structures that relate to electrical device degradation, NRA has made particularly valuable contributions to device reliability research.

The hydrogen detection principle in NRA is to irradiate the analyzed target with a $^{15}$N ion beam of at least $E_{\text{res}} = 6.385$ MeV to induce the resonant $^{1}$H($^{15}$N,$\alpha$$\gamma$)$_{C}$ nuclear reaction between $^{15}$N and H in the material. This reaction releases characteristic $\gamma$-rays of 4.43 MeV that are measured with a scintillation detector nearby the sample. The $\gamma$-yield is proportional to the H concentration in a certain depth of the target. Normalizing this signal by the number of incident $^{15}$N ions converts it into absolute H density after the $\gamma$-detection system has been calibrated with a standard target of known H concentration. $^{15}$N ions incident at $E_{\text{res}}$ can react with hydrogen on the target surface. The concentration of buried hydrogen is measured with $^{15}$N ions incident at energies ($E_{i}$) above $E_{\text{res}}$. Inside the target material, the $^{15}$N ions suffer energy loss due to electronic stopping. This effect provides the high depth resolution, because the $^{1}$H($^{15}$N,$\alpha$$\gamma$)$_{C}$ nuclear reaction resonance has a very narrow width (Lorentzian width parameter $\Gamma = 1.8$ keV) and the stopping power of materials for 6.4 MeV $^{15}$N ranges between 1.4 keV/nm, so that the passage of the $^{15}$N ion through only a few atomic layers is sufficient to shift its energy outside the resonance window. Thus, the resonant reaction detects buried H at $E_{i} > E_{\text{res}}$ in a probing depth $d = (E_{i} - E_{\text{res}})/S$, where S is the electronic stopping power of the analyzed material.

By measuring the $\gamma$-yield while scanning the incident $^{15}$N ion energy in small increments, one obtains a nuclear reaction excitation curve that contains the density-depth distribution of hydrogen in the target. In this excitation curve ($\gamma$-yield vs. $^{15}$N energy), the actual H depth distribution is convolved with the NRA instrumental function that adds a predominantly Gaussian broadening and is the main limitation for the depth resolution. At the surface (i.e., at $E_{i} = E_{\text{res}}$) the Gaussian width is dominated by a Doppler Effect due to zero-point vibration of the H atoms against the target surface. The yield curve of buried hydrogen detected at $E_{i} > E_{\text{res}}$ is affected by an additional Gaussian broadening component due to random $^{15}$N ion energy straggling inside the target. The straggling width increases in proportion to the square root of the ion trajectory length in the material and becomes the dominant resolution limiting factor above probing depths of 10-20 nm.

To demonstrate a few very typical hydrogen profiling applications with $^{15}$N NRA, we here exemplarily describe (1) the quantitative evaluation of the surface H coverage and of the bulk-absorbed hydrogen concentration in a H$_2$ exposed palladium (Pd) single crystal, and (2) the evaluation of the depth location and hydrogen layer densities at buried interfaces of SiO$_2$/Si(100) stacks. The NRA measurements are performed at the MALT 5 MV van-de-Graaf tandem accelerator at the University of Tokyo, which delivers a highly stable and well-monochromatized $\Delta E_{\text{c}} \geq 2$ keV $^{15}$N ion beam of 6-13 MeV. The authors have developed a computer control system for the accelerator to enable automated energy scanning and data acquisition for hydrogen profiling. Reflecting the two different NRA measurement tasks presented by the above H profiling applications, the MALT facility provides two ion beam lines with specialized experimental stations: (1) a UHV surface analytical system with a single bismuth germanate (BGO, Bi$_2$(GeO$_3$)$_2$) $\gamma$-scintillation detector dedicated to the NRA quantitation of hydrogen surface coverages, to zero-point vibration spectroscopy, and to H depth profiling at atomically controlled single crystal targets in a unique combination with TDS; and (2) a high vacuum chamber equipped with two BGO detectors positioned very close to the target for increased $\gamma$-detection efficiency, providing for a lower H detection limit and faster data acquisition. This setup has no sample preparation facilities but allows for rapid sample exchange (~30 min) and thus for a higher throughput of targets for which a well-controlled surface layer is not an essential part of the analytical task, such as H profiling at buried interfaces or the quantitation of bulk H concentrations. At both beam lines, the BGO detectors are placed conveniently outside of the vacuum systems because the $\gamma$-rays penetrate the thin chamber walls with negligible attenuation.
Figure 1. NRA setup in the BL-1E UHV system. (A) Schematic top view into the BL-1E UHV system equipped with sputter ion gun, low energy electron diffraction (LEED), and Auger electron spectroscopy (AES) for the in-situ preparation of atomically ordered and chemically clean single crystal surface targets and combined NRA and TDS measurements with a quadrupole mass spectrometer (QMS) mounted on a linear translation stage. (B) Pd single crystal specimen attached on the sample holder of the cryogenic manipulator. Please click here to view a larger version of this figure.

Figure 1 (A) illustrates the UHV system at beam line (BL)-1E, which is fully equipped for the in-situ preparation of atomically ordered single crystal surfaces and has a base pressure <10^{-8} Pa to maintain surface cleanliness. To provide sample access for the surface-analytical tools, the 4" BGO scintillator is placed on the $^{15}$N ion beam axis ~30 mm behind the target. The sample is mounted on a 4-axis manipulation stage for precise (x, y, z, Θ) positioning and can be cooled with liquid nitrogen to ~80 K or with compressed He to ~20 K. Figure 1 (B) shows a Pd single crystal target mounted by spot-welded Ta support wires to a He compression cryostat. Quartz sheet spacers insulate the sample holder plate electrically from the cryostat body. This enables the incident $^{15}$N ion beam current measurement necessary for quantitative NRA and allows for electron bombardment heating from the tungsten filament on the backside of the sample holder. A type K thermocouple is spot-welded to the edge of the Pd specimen. A quartz plate attached on the manipulator axis above the sample is used to monitor the ion beam profile and for sample-beam alignment. Figure 2 (A) shows the setup at BL-2C with two 4" BGO detectors arranged at 90° with respect to the $^{15}$N beam with their front face no further than 19.5 mm apart from the beam axis. The sample holder (Figure 2 (B)) provides a simple clamping mechanism for quick sample exchange and allows for rotation of the sample around the vertical axis to adjust the $^{15}$N incidence angle.

Figure 2. NRA setup at BL-2C. (A) Schematic top view into the high vacuum chamber at BL-2C equipped with two BGO γ-detectors close to the target position. (B) Sample holder with a large chip target of SiO$_2$/Si(100) clamped on. Fogging up this sample type with water vapor after the NRA analysis visualizes the spots that were irradiated by the $^{15}$N ion beam. Please click here to view a larger version of this figure.
1. Planning of Experiments

1. Identify the MALT accelerator beam line of interest depending on the measurement task (BL-1E for surface hydrogen, BL-2C for bulk or interfacial hydrogen). Contact the assisting scientist (currently M.W. or K.F.) to discuss details of the NRA measurements and their necessary preparations.

2. Download a beam time application form and observe the submission deadline on the MALT website. After approval of the proposal, confirm the beam time schedule for the upcoming half year term as announced on the MALT website. Safety training is required for new users in the beginning of the term.

3. Write the beam time proposal and submit as instructed on the MALT website before the beam time starts.

4. Prepare for the beam time in advance. Consider all details of the experiment, and the time necessary for the transport of materials, for sample installation, and especially for in-situ surface preparation in UHV if required. Ready the target specimen for the NRA measurement.

2. Preparation for NRA Measurements at BL-1E (UHV)

Note: Always wear gloves when handling instruments and materials intended for use in vacuum, including the clean tools.

1. Install single crystal sample into UHV (refer to Figure 1 (B)).
   1. Set spot-welder power to 3.5. Place single crystal specimen onto clean, flat, non-conducting working surface and spot-weld two 4-cm long pieces of tantalum (Ta) wire (0.3 mm diam.) in parallel to sample edges.
   2. Gently bend wires to fit around the crystal edge shape while countering the bending forces with tweezers or pliers at the spot welding points. On a length of ~1 cm on each side, apply 2-4 additional spot welding points to the wire pair along the crystal edge.
   3. Bend wire ends to point away from crystal center in a horizontal plane parallel to the working surface. Place sample with support wires onto the Ta plate (0.3 mm thick) of the sample holder. Align sample to cover the hole above the backside filament heater and fix the specimen position by spot-welding all four support wire ends onto the plate. If possible, apply more than one welding point to each wire end, moving from wire tip towards sample.
   4. Cut away any excessive wire length standing out from holder plate edge. Set spot-welder power to minimum and release one pulse through spot-welding pliers closed empty. Spot-weld type K (chromel-alumel) thermocouple (0.2 mm diameter) to the upper edge of the crystal specimen.
   5. Confirm proper connectivity of the sample mount by measuring resistances between the electrical feedthrough contacts at the cryostat head: Filament vs. sample (bias contact wire attached to sample holder plate) > 20 MΩ; Filament vs. ground (cryostat body) > 20 MΩ; Filament leads (0.3 mm diam. W) < 3 Ω; Thermocouple leads: ~16 Ω; Thermocouple vs. ground > 20 MΩ; Thermocouple vs. sample ~20 Ω and ~8 Ω (depending on wire material, chromel or alumel).
   6. Note distance between centers of sample and beam profile monitor (quartz plate).
   7. Replace copper gasket on UHV manipulator head and carefully insert cryostat with mounted sample. Tighten flange bolts and evacuate UHV system following instructions from the assisting scientist.
   8. Prepare UHV chamber for bake out by attaching heater tapes and aluminum foil. Assure normal operation of all turbo-molecular pumps for at least 30 min and a pressure < 2 × 10⁻⁵ Pa. Turn on chamber heaters to bake the UHV system for 24 hr.
   9. Confirm ion gauge reading below 1 × 10⁻⁵ Pa. Turn off baking heaters. Reactivate non-evaporable getter (NEG) pump with internal heater element at 400-450 °C for 30 min while the chamber is still hot.
   10. Let chamber cool for 3-4 hr, then reattach QMS electronics and power supply cables to ion gun and LEED optics. Degas filaments of QMS, ion gun, and LEED. Confirm that chamber base pressure is < 1 × 10⁻⁵ Pa after fully cooling to room temperature (within 12-24 hr).

2. Prepare single crystal surface in UHV (refer to Figure 1 (A)).
   1. Position sample in chamber center with the manipulator x, y, z-stage and rotate to align surface between viewport and ion gun (facing the gas doser). Switch on ion gun power supply and adjust 'Emission' control to rotate and tilt the mirror image of the glowing ion gun filament to align a beam line through spot-welding pliers closed empty. Set Beam energy on ion gun power supply to 800 eV. Close NEG pump gate valve at the chamber bottom and introduce 6 × 10⁻³ Pa Ar gas into UHV chamber through variable leak valve. Confirm a sputter ion current (digital tester, from sample to ground) around 2 μA and sputter for 10 min at room temperature.
   3. Add liquid nitrogen to the manipulator cryostat. At manipulator head, connect filament heater leads to power supply and digital tester (20 mV range) to thermocouple feedthrough. Ground the filament.
   4. Connect sample contact to bias voltage power supply. Apply sample bias of 1 kV. Use filament heater currents up to 6.6 A for annealing, oxidation, and flash-heating in the next step (2.2.5) while monitoring the thermocouple voltage (sample temperature) with the digital tester.
   5. Anneal sample in UHV to 1,000 K for 10 min ensuring the pressure remains below 2 × 10⁻⁷ Pa. Oxidize at 750 K in 5.0 × 10⁻⁵ Pa O₂ for 5 min, then reduce at room temperature (RT) in 5.0 × 10⁻⁵ Pa H₂. Perform a final flushing to 600 K in UHV.
      6. Observe LEED pattern and repeat Steps 2.2.1 to 2.2.2 (sputtering) and 2.2.3. to 2.2.5 (annealing/oxidation/H₂-reduction) until a clear (1×1) structure with bright spots on low background results (Figure 3) and no impurities remain in Auger electron spectroscopy.
      7. Sputter for only 2-3 min in the repeated sputter/annealing cycles.
      8. Perform a TDS measurement and finally verify that the H₂ thermal desorption spectrum conforms with literature data.
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Note: The preparations necessary in advance of the NRA beam time are now complete. The clean surface target can now be prepared routinely within ~2-3 hr by repeating Steps 2.2.1 through 2.2.6 with sputtering cycles of 2-3 min.

Figure 3. LEED pattern (223 eV) of the cleaned Pd(110) surface in the BL-1E UHV system. The clear (1×1) pattern with bright diffraction spots on a low background signifies an atomically well-ordered surface structure. Please click here to view a larger version of this figure.

3. Align $^{15}$N ion beam to single crystal target.
   1. At the 1E UHV chamber, position sample in chamber center ($x = 25$, $y = 26$, adjust z by eye to height of QMS front aperture) and rotate to face $^{15}$N ion beam line. Bring quartz plate beam profile monitor (Figure 1 (B)) into NRA measurement position by lowering sample holder by sample-monitor distance measured in Step 2.1.5. Set digital camera on window flange below the manipulator to transmit beam profile image on the quartz plate to the TV monitor in the accelerator control room.
   2. Remove all other electrical contacts to sample at manipulator head and connect signal line to digital current integrator in control room. Set electrostatic deflector voltage on BL-1E to 8,500 V. Open the three manual gate valves on BL-1E between the UHV chamber and the bending magnet BM04.
   3. Obtain instructions from the assisting scientist to become familiar with the accelerator control system in the control room. Note: Accelerator parameters (such as beam energy- and direction-defining magnet fields and focusing lenses) are set with assignable dials on a central control panel. Beam line valves and Faraday cups are remotely opened/closed by mouse clicks and pneumatic actuation.
   4. In the control room, switch current integrator from 'Stand by' mode to 'Operate'. Connect integrator analog output to current indicator. At the accelerator control panel, adjust $^{15}$N ion beam energy with accelerator in slit feedback mode to an energy analyzer magnet field of 5,535 Gauss (Parameter: NMR03) and match bending magnet field (Parameter HPB04) to ~6,033.4 Gauss to direct ion beam onto target in 1E UHV chamber. Set magnetic quadrupole lens parameters (MQ04) to $X_{CC}=4.64$ A and $Y_{CC}=5.15$ A to focus beam approximately.
   5. In the control room, open two gate valves between accelerator and beam line 1E. Open Faraday cup (FC) FC04 and observe ion beam profile on quartz plate in target chamber on the TV monitor. Fine tune BM04 and MQ04 parameter settings to obtain well-focused ion beam in center of profile monitor plate. Adjust z-position of quartz monitor with sample manipulator if necessary.
   6. Close Faraday cup FC04 and lift up sample z-position again by sample-monitor distance. Take note of NMR03/HPB04/MQ04 (XCC, YCC) parameters and save them in a new MagparNNN.xls file for the current beam time (NNN, a three-digit number). Note: Based on this reference NMR03/HPB04 input, MagparNNN.xls calculates the matching magnet field parameters for the energy-analyzing (BM03) and direction-switching (BM04) magnets necessary to keep the ion beam position on the target during a $^{15}$N energy scan.
3. Preparation for NRA Measurement at BL-2C

1. Lift up any previously used sample from the beam line position into to the manipulator transfer rod, secure height with fixation screw, and close gate valve to the beam line.
2. Detach sample current line at electrical feedthrough and rotary pump line at KF flange coupling of the manipulator. Detach manipulator from the gate valve flange.
3. Place manipulator onto preparation table and slide sample holder out of the transfer tube. Rotate manipulator axis to place sample horizontally.
4. Loosen two M2 cap screws of sample clamp (Figure 2 (B)) and remove old target. Set new sample, align parallel to manipulator axis, and tighten clamp screws. Retract sample into transfer tube and secure position with fixation screw.
5. Replace copper gasket on gate valve and reinstall manipulator on the beam line. Attach rotary pump line to manipulator. Close valve in the rotary pump line to the turbo-molecular pump (TMP).
6. Open rotary pump line valve of the manipulator and evacuate transfer tube for 10-15 min to restore rotary base pressure. Close manipulator pump line valves and open valve in rotary pump line to TMP. Slowly open the gate valve to the manipulator and evacuate for 20-30 min to restore 2×10⁻³ Pa.
7. Lower sample to beam line position and align surface normal of beam profile monitor (glass plate) to incident beam direction with aid of BL-2C camera and nearby TV monitor. Then connect BL-2C camera signal line to TV monitor in control room. Open two pneumatically actuated gate valves on BL-2C between the NRA chamber and bending magnet BM04.
8. Connect sample current signal line between electrical feedthrough of sample manipulator and digital current integrator (control room). In the accelerator control room, switch current integrator from 'Stand by' mode to 'Operate' and connect integrator analog output to current monitor.
9. Roughly align ¹⁵N ion beam to target in BL-2C by setting bending magnet field (Parameter HPB04) to ~0.6 Gauss (Polarity: positive), magnetic quadrupole lens MQ04 parameters to XCC=4.64 A and YCC=5.15 A, and quadrupole lens MQ-2C parameters A=3.3 A and B=3.6 A to focus beam approximately.
10. Fine-tune HPB04/MQ04(XCC, YCC)/MQ-2C(A, B) parameters to optimize beam transmission (unobstructed passage to target) and beam profile on target (use beam profile monitors BPM-1C and BPM-2C and BL-2C camera image) and take note of the best settings.

4. NRA Measurement at BL-1E

1. Flash-heat Pd sample to 600 K to free surface from any adsorbed contaminants. Stabilize sample temperature at 145 K with filament heater (~3.6 A) and running He compression cryostat (or liquid nitrogen cooling).
2. Close valves to accelerator and to NEG pump and expose sample to 2,000 L H₂ (2.66×10⁻³ Pa × 100 sec) at 145 K. Let sample cool to 80 K and adjust a H₂ background pressure of 1×10⁻⁶ Pa.
3. In the control room, set ¹⁵N ion beam energy at BM03 to desired start value for the energy scan (typically NMR03 = 5,525 Gauss) and adjust BM04 according to the MagparNNN.xls table.
4. Load the NRA data acquisition software (NRAmain.vi) on the accelerator control PC at BL-2C. Select depth profiling routine 'AutoScanLinuxUHVfb3.vi'. In AutoScanLinuxUHVfb3.vi, push 'Read present values' to transfer current magnet parameter settings to the control PC software.
5. Verify again that all valves on BL-1E are open, that the sample current signal line is connected, that the current digitizer is set to 'Operate', and that a ¹⁵N beam of ideally 15±5 nA is available on FC04.
6. Set the stat START, STOP and STEP values of the BM03 parameter for the energy scan (typically 5,525 Gauss, 5,600 Gauss, and 1 Gauss, respectively) and turn the option 'Force TVC to gvm' on. For a ~15 nA beam of ¹⁵N⁺, set the 'Acquisition time' parameter to 50 sec.
7. Click the 'Execution' arrow in AutoScanLinuxUHVfb3.vi console to start automated acquisition of a depth profile (up to ~35 nm depth in Pd for STOP = 5,600 Gauss). At the end of the scan (or for an earlier termination), click 'Stop measurement' to close the data file.
8. Switch current digitizer to 'Stand by' mode, detach sample current line from sample manipulator feedthrough, and close the last gate valve on BL-1E before the UHV chamber.
9. Stop the background H₂ gas dosage by closing the variable leak valve. Open the NEG gate valve at the UHV chamber bottom. (Optional: Take a H₂ TDS spectrum of the sample.)
10. For additional NRA measurements (optional), re-expose the Pd(110) surface to H₂ as instructed in Step 4.2 and repeat Steps 4.3 through 4.9.

5. NRA Measurement at BL-2C

1. In the control room, set ¹⁵N ion beam energy at BM03 to desired START value for the energy scan (typically NMR03 = 5,525 Gauss to start profiling at the surface).
2. Load the NRA data acquisition software (NRAmain.vi) on the accelerator control PC at BL-2C. Select depth profiling routine 'AutoScanLinux11.vi'. Enter the desired BM03 parameters for the automated energy scan (START, STOP, STEP), matching START to the BM03 value set in Step 5.1. For the present SiO₂/Si samples, set 'Acquisition time' to 50 sec.
3. Verify again that all valves on BL-2C are open, that the sample current signal line is connected, that the current digitizer is set to 'Operate', and that a ¹⁵N⁺ beam of 50-100 nA is available on FC04.
4. Click 'Execution' arrow in 'AutoScanLinux11.vi' to acquire a depth profile that terminates automatically at the STOP value of the BM03 parameter. At the end of the scan (or for earlier termination), click 'Stop measurement' to close the data file.

6. Data Analysis

1. Copy *.nra raw data files in /home/csadmin/DataTaking/BTNNN from the acquisition PC (NNN is the number of the current beam time) onto a USB memory stick and transfer to data analysis PC.
2. Start the home-built software package for NRA data analysis and open procedure 'NRA-Linux-2C-v3.ipf'. Obtain the procedures NRA-Analysis-2C-v4.ipf, LinuxAddOn-3-v3.ipf, and Menu-NRA.ipf and copy them to the data folder containing Igor User Routines.
3. Compile procedures and select 'Load NRA data' from the appearing 'NRA' menu. Select data file measured under Sections 4 or 5, and click 'Continue' in the appearing pop-up dialog.

Note: The software generates two graph outputs from measured data: 'raw data' (raw γ-counts (GRS) vs. NMR03 magnet field as displayed during data acquisition), and 'NRA spectrum', corresponding to the excitation curve (background-subtracted and incident charge-normalized γ-yield (I_{norm}) vs. 15N ion energy).

4. Select 'Correct Sample Current readings' from 'NRA' menu and choose the 'Recalculate ISC (entire wave)' from averaged ISCl/I4a ratio (e.g., sample w/o bias) option from the drop down menu to rescale ion beam charge reading from current digitizer to actual dimension (µC), referenced to the averaged FC04 beam current readings of the entire data set. Delete the 'nconv_by_Faraday' trace from the 'NRA spectrum' graph.

Note: Normalization to this scaled integrated incident charge is preferable (over normalization to the Faraday current) because it better reflects the 15N ion charge that actually hits the target than the FC04 current. The latter is measured only once before the Faraday cup opens (to deliver the beam onto the target) and therefore does not account for beam current fluctuations that always occur to some degree during the acquisition time for each data point. Rescaling the sample charge is necessary because the current digitizer reading overestimates the actual incident ion beam charge due to secondary electron emission from the target.

5. Determine the NMR03 value corresponding to E_{res} (the maximum position of the surface resonance peak in the 'raw data' plot). If different from the software default value of 5,535 Gauss, correct the entry (if necessary also the Stopping power value) by selecting 'NMR, energy and depth scale' routine from the 'NRA' menu.

6. If a background rate (cps) correction has become necessary, use first the 'Correct Faraday readings' function to recalculate the normalized γ-yield from the raw (GRS) data after revising the background value, entering a correction factor of 1 (for the FC04 current). Then run the 'Correct Sample Current readings' function again (Step 6.4) to recalculate also the charge-normalized γ-yield with the revised background in properly scaled relation to the FC04 Faraday.

7. Plot charge-normalized γ-yield vs. depth at top axis to display the convolved hydrogen depth distribution (Figure 4).

8. Add error bars to the graph using the respective function from the 'NRA' menu. Whenever possible, prefer charge-normalization.

Note: Counting statistics define the error ΔI of the NRA γ-yield, I = GRS-Background, through the error-propagated uncertainties of the measured raw counts, ΔGRS = √GRS and of the background, Δbg = √Background rate (cps) × Acquisition time. Hence, the error bars in the depth profile graphs (Figures 4 and 5) are ΔI_{norm} = ΔI/incident ion beam charge.

9. (optional) Perform a fit analysis of the data with suitable model functions.

Representative Results

Figure 4 shows near-surface NRA H profiles of H2-exposed Pd(110) measured in the BL-1E UHV system at a sample temperature of 90 K under a H2 background pressure of 1.33×10^-6 Pa. The 15N ion incidence energy has been converted into probing depth using the stopping power of Pd (S = 3.90 keV/nm). The open symbol profile was obtained after pre-exposing the Pd(110) sample to 2,000 L H2 at 145 K to induce absorption of hydrogen into the Pd bulk. This profile can be decomposed into a peak at E_{res} = 6.385 MeV and a broad γ-yield plateau stretching over the entire profiled depth region. The peak at E_{res} corresponding to H on the target surface, whereas the plateau region proves that hydrogen absorption into the Pd bulk has taken place. The surface peak has a nearly Gaussian shape. To demonstrate this better, Figure 4 includes two additional NRA excitation curves (gray and black solid symbols) that were recorded at 170 K under the same H2 background pressure from a freshly prepared Pd(110) surface without H2 pre-dosage. At this temperature only surface chemisorbed hydrogen is stable at Pd(110); any absorbed H would diffuse into the deeper bulk and escape from NRA detection in the near-surface region. Fitting the surface peak to a Gaussian profile yields a peak height of I_{max} = 86.9 ± 4.5 cts/µC and an FWHM = 2√ln(2) × σ of 11.6 ± 0.4 keV where σ is the Gaussian width parameter. From the Gaussian peak area, 1/I_{max} = 4π × σ and the γ-ray detection efficiency of the BL-1E setup (calibrated with a Kapton (C22H22O2N2) foil standard of precisely known H concentration (c_{bulk} = 2.28×10^{-13} cts/µC keV cm^2) and stopping power S = 1.2879 keV/nm) α = 7.56×10^{-12} (cts/µC keV cm^2), one determines the absolute H density (N) on the H2-exposed Pd(110) singlet surface as N = I_{0}/α = 1.42×10^{-10} cm^2. Relative to the Pd atom density on the Pd(110) surface of 9.35×10^{15} cm^2 this corresponds to a H coverage of 1.52 ± 0.13 ML (monolayers), in very good agreement with the literature value (1.5 ML).

Figure 4 also shows that the depth resolution of the NRA H profile in the near-surface region is limited by the width of the surface resonance peak to about 2-3 nm (=FWHM/S). Therefore, any abrupt features in the H profile such as the point-to-point γ-yield variations seen around 16 nm depth cannot correspond to actually existing steep H concentration gradients, because such would be smeared out by the surface peak width and additional energy broadening due to 15N ion straggling. Hence, the γ-yield corrugations in the plateau region of the H profile (5 to 22 nm depth) reflect fluctuations of the BGO background count rate (separate background measurements confirm that such random fluctuations occur) and do not contain physical information on the depth distribution of the Pd-absorbed hydrogen. The latter distribution is expected to be rather smooth in the homogenous single crystal, where H diffusion is rapid (several 100 nm/sec even at 145 K) thus. Thus, the approximately constant concentration of the bulk-absorbed hydrogen in the near-surface region of the Pd crystal after exposure to 2,000 L H2 at 145 K can be evaluated by fitting the plateau data in Figure 4 to a sigmoid function that rises to its half-height at E_{res} with the same width as the Gaussian surface peak. This analysis determines the plateau height I_{max} to 15.4 ± 1.3 cts/µC. With the Pd stopping power S = 3.9 keV/nm, one thus obtains the H bulk concentration as c_{bulk} = I_{max}/S/α = 7.94×10^{-20} cts/µC, or 1.2% of the atomic density in bulk Pd (the latter equation is also used to calibrate α after having measured c_{bulk} in the Kaption standard). This bulk H concentration signifies that finely distributed grains of Pd hydride (which has a H/Pd ratio of about 0.65 at this temperature) has nucleated in the near-surface region of the Pd crystal during its exposure to 2,000 L (2.66×10^{-12} Pa × 100 sec) H2 at 145 K, because the H solubility in the dilute solid solution phase of Pd amounts to less than H/Pd = 5×10^{-11} at this temperature and H2 pressure.
Figure 5 displays $^{15}$N NRA depth profiles from a series of SiO$_2$/Si(100) stacks as they can be measured at BL-2C. The SiO$_2$ films had thicknesses of 19.0, 30.0, and 41.5 nm$^{35}$. In addition to a peak of surface hydrogen at $E_{res}$, all profiles show a second peak in larger depth, indicating that the H distribution within the oxide film is apparently not uniform. The position of this second peak shifts to larger depth with increasing SiO$_2$ film thickness. The optically determined SiO$_2$ film thickness is indicated by a vertical dashed line in each panel (i)-(iii). Close inspection reveals that the center positions of the NRA profile peaks are located with a small offset of ~4 nm above the respective SiO$_2$/Si interfaces. This evidences that hydrogen tends to accumulate not exactly at but in a region extending over a few nanometers of the oxide in front of the interface. This peculiar H localization behavior has been attributed to the near-interfacial SiO$_2$ structure, where a large number of strain and sub-oxide$^{36}$ related defects provide preferential binding sites for hydrogen species$^{37}$. The strained interfacial region results from the reduction of the Si atom density by a factor of ~2 in the abrupt transition from crystalline Si to amorphous SiO$_2$. For quantitative evaluation the respective surface and near-interfacial peaks were fitted to Gaussian functions that are shown as solid lines in Figure 5. An analysis equivalent to the one described above for the surface H peak on Pd(100) reveals that the near-interfacial oxide regions of the SiO$_2$/Si(100) film stacks contained a H layer density of $(1.0-1.3) \times 10^{14} \text{cm}^{-2}$.

Figure 4. Near-surface NRA H profiles of Pd(110) obtained in the BL-1E UHV system under a H$_2$ background of $1.33 \times 10^{-6}$ Pa. Open symbols: Pre-exposed to 2,000 L H$_2$ at 145 K, NRA measured at 90 K. Filled grey and black symbols: Two profiles measured at 170 K without H$_2$ pre-dosage. Refer to the Note in Procedure Step 6.8 for the error bar calculation. Please click here to view a larger version of this figure.
Figure 5. NRA H profile of three SiO$_2$ film on Si(100) measured in the BL-2C system. NRA H-profiles for three SiO$_2$ films on Si(100) with thicknesses of (i) 19.0 nm, (ii) 30.0 nm, and (iii) 41.5 nm. SiO$_2$/Si(100) interface positions are indicated by dashed vertical lines. This figure has been adapted from Ref. 35 with permission from AIP. Refer to the Note in Procedure Step 6.8 for the error bar calculation. Please click here to view a larger version of this figure.

Discussion

Figure 4 demonstrates the efficient distinction and quantitation of surface-adsorbed from bulk-absorbed hydrogen through $^{15}$N NRA at the example of a Pd(110) single crystal in the BL-1E UHV system. The high reproducibility of the surface H peak in the three profiles attests to the reliability of the in-situ UHV sample preparation and to the non-destructive nature of the NRA measurement. The quantitative agreement of the determined H coverage with the expected atomic saturation density further shows the accuracy of the NRA measurement. Close comparison between the NRA profiles of H$_2$ pre-exposed Pd(110) (open symbols) and the two excitation curves of only surface hydrogen on Pd(110) (grey and black symbols) in Figure 4 shows that the surface peak in the former H profile tails asymmetrically towards the plateau of bulk-absorbed hydrogen in the topmost ~5 nm. Such subtle detail of potentially non-uniform hydrogen distributions closely below the surface can only be revealed through NRA. A similar H accumulation in a shallow subsurface region has also been observed in other metals (Pt, Ti) 11,14. The origin of this particular H behavior in the subsurface region is presently not clarified but scientifically interesting with regard to properly understanding the peculiar hydrogen absorption properties of nanomaterials 17 as opposed to extended bulk metals.

Several critical parameters should be observed in the Protocol in order to obtain high quality data such as those in Figure 4. The H$_2$ background pressure introduced in Step 4.2 ($1 \times 10^{-6}$ Pa) is a deliberate choice such as to stabilize the H-saturation coverage on the Pd surface by balancing NRA ion beam-induced H-desorption through H-readsorption from the H$_2$ gas on one hand, while at the same time avoiding H uptake into the Pd bulk by H$_2$ absorption, on the other. If the H$_2$ pressure was too high, H absorption during the NRA analysis would cause a gradual increase of the NRA signal at $E_{\text{res}}$ because the surface resonance peak overlaps with about 2 nm of the topmost Pd bulk region, where H may accumulate, especially at even lower temperatures than those in the experiments of Figure 4. 13,15,18 Thus, for H-absorbing materials such as Pd or Ti, the appropriateness of the H$_2$ background setting has to be verified by confirming that the γ-yield at $E_{\text{res}}$ remains constant on the time scale required to measure the surface resonance profile. This complication does not arise for most materials that do not absorb hydrogen at low H$_2$ pressures. Here, quantitation of the surface H saturation coverage is easily performed after observing saturation of the γ-yield at $E_{\text{res}}$ when the H$_2$ background pressure is stepwise increased (up to a maximum of $10^{-2}$ Pa tolerable by the vacuum pump system).

Observe further that the data in Figure 4 were taken with a $^{15}$N$^{2+}$ beam current of 15±5 nA (Step 4.5). This beam current has proven to be sufficiently high, on one hand, as to develop reasonably intense γ-signals from the saturated layer density of surface H atoms from the viewpoint of acceptable data statistics and overall measurement time, and also to be still sufficiently gentle, on the other hand, as to avoid excessive H
desorption (which would again require higher H₂ background pressure for compensation) and sample heating (which may cause modification of the H depth distribution by thermal diffusion).

Although the NRA technique is versatile and easily applied to determine H surface layer densities on most vacuum compatible solid materials, limitations arise with respect to the detection of especially weakly adsorbed H-species that may not be stable against desorption under the incident ¹⁵N ion beam irradiation even under loss-compensating H₂ gas background (< 10⁻² Pa). For example, the authors have not yet succeeded in observing surface H-species with desorption temperatures (TDS) below ~70 K with NRA. The tendency of H to desorb from the sample or to redistribute inside the target by diffusion under the ion beam varies strongly between different target materials and should be evaluated as part of any given analysis by monitoring the y-yield at the probing depth of interest as a function of the ion beam dose. Without a compensating H₂ background as applied here to Pd(110) where H readsofs readily, in many cases a more or less pronounced exponential decay of the H-signal can be observed. Measuring and extrapolating such H-loss functions to zero ¹⁵N exposure allows reproducing the original H density on or inside the target prior to perturbation by the ion beam (for details, see Ref. 3). If the target size permits, reducing the current density (nA/cm²) in the beam-irradiated surface spot by defocusing the ion beam with aid of the MO04 magnetic lenses (Protocol Steps 2.3.5 and 3.1.0) may alleviate H losses during the analysis. In general, excessive ¹⁵N ion doses should be avoided as they may cause physical damage to the target surface in the form of defects, which can change the H adsorption (and absorption) properties. In case of single crystals, the LEED pattern of the surface and the shape of the H₂ TDS spectrum[15] should therefore be checked regularly. If any anomaly is observed, re-prepare the surface freshly as instructed (for Pd(110)) in Protocol Steps 2.2.1 through 2.2.6.

Figure 5 demonstrated at the example of thin film SiO₂/Si(100) stacks that hydrogen depth profiling analysis by ¹⁵N NRA can straightforwardly determine the depth location of near-interfacial H layers and the H density therein without destroying the sample material. Note, however, that the H accumulation in the interfacial regions seen in the depth profiles may partially result from the NRA analysis itself, because the ¹⁵N ion irradiation can cause redistribution of hydrogen in the material. This is a well-known effect[35,38-40] and any possible H relocation during the NRA analysis should be verified by measuring the H concentration evolution at the accumulation peak depth on a non-irradiated sample spot in the course of continued ¹⁵N ion irradiation. Although this beam-induced H relocation effect can make determining the original H distribution in a specimen somewhat more difficult, it can be exploited for analytical purposes in dielectric reliability research to evaluate H redistribution trends between intact interfaces of (model) MOS device structures, providing information on relative material-specific H mobilities.[37,28]

Regarding the H detection limit of the NRA measurement, we note that the setup in BL-2C with its larger BGO detection solid angle (Figure 2 (A)) has a more than twice as large calibrated y-detection efficiency factor (α = 1.79×10⁻¹⁸ (cts/μC) (keV/nm) cm⁻³) as in BL-1E (α = 7.56×10⁻²⁰ (cts/μC) (keV/nm) cm⁻³) and hence provides higher sensitivity, favorable for the measurement of low H concentrations in materials that do not require in-situ surface preparation. The background count rate in our y-detection system is currently ~0.1 cps, setting a detection limit for volume H concentrations in solids in the order of 100 ppm (several 10⁻¹⁵ cm⁻³) with a 100-nA beam of ¹⁵N²⁺ at BL-2C. In the present examples, this increased sensitivity (in combination with a stronger ion beam), permitted measuring the surface and interfacial layer H densities in the SiO₂/Si stacks with the same acquisition time (50 sec) as the about one order of magnitude larger surface H saturation layer on Pd(110) (compare vertical axis scales in Figures 4 and 5). The required acquisition time is determined by the desired counting statistics, the given H density in, and the ¹⁵N ion beam current tolerated by the target. The acquisition time also defines the time resolution for the observation of transiently evolving H densities such as upon adsorption, desorption, absorption, or diffusion of hydrogen on or in materials.

The higher vacuum base pressure at BL-2C (~1×10⁻⁸ Pa) may cause deposition of H-containing contaminants from the residual gas onto the target surface during the NRA measurement[11]. This may result in large surface H peaks in the depth profiles that can overwhelm features of interest directly below the surface, similar (but worse than) as seen, e.g., in the overlap with the shallower SiO₂/Si interfacial peak in Figure 5 (i). A large H content in the surface layer also negatively affects the evaluation of small bulk H concentrations in large probing depths (E_i < -9 MeV) by inducing y-ray background due to non-resonant nuclear reaction yield[22]. Although the BL-2C system presently already features 10-cm thick lead (Pb) shielding blocks for the BGO detectors (not shown for clarity in Figure 2) that reduce the count rate of environmental y-radiation background, further improvement of the H detection limit may be achieved by implementing anti-coincidence shielding for the detectors, which can reduce background signals due to highly penetrating cosmic muon radiation[13].
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